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Competition Information - Goal

• Predict the news popularity  



Competition Information - Dataset

• Training data
• 27643 pieces of news

• Testing data
• 11847 pieces of news

Popularity (1/-1)
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Method - Feature Engineering

• The act of extracting features from raw data and then transforming 
them into something that we can use for a machine learning model.

Raw Data Feature Engineering

model

Classification
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Data Preprocessing

• Process HTML tags

- Install Beautiful Soup to remove HTML tags 

- Select the specific tags

Extract <h1>



Data Preprocessing

• Stop words

- Stop words are common in a document but less information, they might 
misleading the classification model.

- You can use the stop words NLTK provided or create your own stop words.



Data Preprocessing

• Word stemming

- The process of reducing inflected (or sometimes derived) words to their word 
stem, e.g. runs, running, ran => run.

- NLTK provides two kind of algorithms to reduce the inflected words.

Porter Stemmer Lemmatization



Feature Engineering

• Data preprocessing

• Convert words to vectors
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Bag of Words

• A simple way of representing text data used in natural language 
processing and information retrieval.

Document



Bag of Words

• A simple way of representing text data used in natural language 
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Throw all the words into the bag



Bag of Words

• A simple way of representing text data used in natural language 
processing and information retrieval

Record how many times each word appear in the document
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TF-IDF

• A numerical statistic that intended to reflect how important a word is 
to a document in a collection or corpus.

• The tf-idf value increases proportionally to the number of times a 
word appears in a document and is offset by the number of 
documents in the corpus that contain the word.



TF-IDF

•



Convert Words to Vectors
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Feature Hashing

• Reduce the dimension vocabulary space by hashing each vocabulary 
into a hash table with a fixed number of buckets.

• There are some cons, e.g. the information will be less than TF-IDF.

• However, you can do out-of-core learning when using hashing which 
means you only load part of the dataset at a time similar to the 
concept of batch.
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Evaluation Metric

• We will use Area Under Curve (AUC) as our metric in this 
competition.

• AUC is the area under the ROC curve. 



Evaluation Metric

• Confusion matrix

- A specific table layout that allows visualization of the performance of an 
algorithm.



Evaluation Metric

•

By cmglee, MartinThoma - Roc-draft-xkcd-style.svg, CC BY-SA 4.0, 

https://commons.wikimedia.org/w/index.php?curid=109730045
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Report

• Each team has to hand in a report after the competition ends.

• The report should be in the form of a Jupyter Notebook.

• The filename should be DL_comp1_{student ID}_report.ipynb

• Please submit your report via the eeclass system before 2024/10/27.



Report

• The report should include:
• Student ID & name of each member

• How did you preprocess the data

• E.g. cleaning, feature engineering

• How did you build the classifier
• E.g. model, training algorithm, special techniques

• Conclusion

• E.g. interesting findings, pitfalls, takeaway lessons



Show off

• For the top three scores on the private leaderboard, a show off event 
will be held during the class on 2024/10/24.

• For the top three students, please prepare a brief presentation 
(about 3 to 5 minutes) to introduce your feature design, model, 
methods tried and experiment results.

• Please prepare slides. Don’t present directly with your code.
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Precautions

• Timeline:

- 2024/09/26 (Thur) - competition announced

- 2024/10/22 (Thur) 23:59pm - competition deadline

- 2024/10/27 (Sun) 23:59pm - report deadline (to eeclass)

- 2024/10/24 (Thur) - show off (TOP 3)

• Scoring:

- Private leaderboard - 80%

- Report - 20%



Precautions

• Rules

- What you CAN do
• Use untaught APIs: you can use any machine learning tools you like as well as 

models/techniques that are not taught in the class.

- What you CAN’T do
• Create specific deterministic rules that make predictions.

• Train models using representation learning based on neural networks.

• Use datasets and references beyond those made available by the competition.

• Abuse the competition infrastructure to gain an edge.

• Copy code from other teams.
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