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Your Term Project

To design & implement an
intellectual app that solves real
problems.
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Example: Intention Identification

math practice books for adults

BEFORE AFTER

V4l 9:00 v4n
google.com google.com

@ Amazon.com » Math-Practice-Grade. @ Amazon.com ) Math-Grownups-Re-

Math Practice, Grades 6 - 8 (The 100+ Series™) Math for Grownups: Re-Learn the Arithmetic You
- Amazon.com Forgot From

Amazon.com: Math Practice, Grades WWN Math for Grownups and millions of other books are

6 - 8 (The 100+ Series™) ... Mark - s available for Amazon Kindle. .... (Basic Math for Adults)
Twain Common Core Math Workouts i~ Part 1

Resaircs Rook Grade A Aces 1. E= 24
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Example: Spam Detection

Donald J. Trump & @realDonaldTrump - 12h v
There is NO WAY (ZERO!) that Mail-In Ballots will be anything less than
substantially fraudulent. Mail boxes will be robbed, ballots will be forged &
even illegally printed out & fraudulently signed. The Governor of California
is sending Ballots to millions of people, anyone.....

@ Get the facts about mail-in ballots

B3

Q 312K M 29.2K Q 100.8Kk

Donald J. Trump & v
@realDonaldTrump

....living in the state, no matter who they are or how they
got there, will get one. That will be followed up with
professionals telling all of these people, many of whom
have never even thought of voting before, how, and for
whom, to vote. This will be a Rigged Election. No way!

@ Get the facts about mail-in ballots
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Example: Product Recommendation

Frequently Bought Together
Price For All Three: $258.02

+ (e Avid all three g Cart |

[¥] This item: The Elements of Statistical Learning: Data Mining, Inference, and Prediction, Second Edition {Springer Series in Statistics) by

Trevor Hastie

[¥] Pattern Recognition and Machine Learning (Information Science and Statistics) by Christopher M. Bishop

[l Pattern Classification (2nd Edition) by Richard ©, Duda

Customers Who Bought This Item Alse Bought

ﬁ ‘ =
4

Pattern Classification D5

Bayesian Dsts Analysis
i n (Te;

OK INSIDE!

Data Analysis Using
d

All of Statistic 3
c {2nd Edition) by Richard Machine Leaming Tools

0. Duda an... by lan H. Witten
¥ (27) §117.28 vie? (29) $41.85

Wasserman

(¢) §60.00

MADE FOR MOORISSA

Discover Weekly

Moorissa Tiokro by Spotify -

Discover Weekly.
») +  Home (feat. Jeremy Camp)
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ELL 1 <
in... by Andrew Gelman
vs (10) $56.20

@ Voorissa Tiokro

Begre d
Bultilevel /... by Andrew

Gelman

13) $39.59

See what your friends are

playing

FIND FRIENDS
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Example: Image Understanding

N @

€ Photo Review

PHOTO REVIEW Settings

Gary Chavez added a photo you might ...
bein.
about a minute ago - &%

age 235
gender female

smiling
IGNORE : NoGlasses

TAG YOURSELF
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Example: Chat Bot & Service Automation

1|

Q

oo HaT 7 17 M v o

< Home

Swally

whale from the bottom of the.
sea. | will help you making better
decisions by collecting opinions.
Swell yeah, let’s do this? &

Alri

Whalethen, check out my first

Swell. Choose, which picture you
think is more awesome: cick B
or@

FuhatDavouPrafer SwhatTakat
#jeni or #healthy

Skip @

Manage
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1 stop blubbering on. | st
getting to know you. Time

At your first Sweit

1 category:

Er

~a Dash

o
=

Making Smarter Apps

NATURAL
LANGUAGE
PROCESSING
(NLP) LAYER

_d

KNOWLEDGE
BASE/CMS
(source content)

@

DATA STORE
(interaction history
& analytics)
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Example: Marketing & Advertisement

GO SIE create a store

Web Shopping Videos Images News More ~ Search tools

About 1,330,000,000 results (0.44 seconds)

Online Store Made Simple - Start your Free Trial Now
www.shopify.com/free-trial ~

Aweasome Support. Apps, and Design.

1-step-shop to create a successful online stere — websitebuilderexpert

)

Online Store Creator - All You Need to Create Your Store
wiww.volusion.com/QOnlineStore =

Plans on Sale Now. Get Free Triall

Powerful, Easy to Use - Over $16 Billion in Sales - Uptime Guarantee

Volusion has 1,059 followers on Googla+

Unlimited Features - Business Store Services - New Seller? - Try Free for 2 Weeks

o All based on Machine Learning & Al technologies
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(@ What's Machine Learning & Al?
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Al vs. Machine Learning

o Artificial Intelligence (Al): the goal

o Creating systems that can function intelligently and independently
o Mirroring or surpassing human capabilities

o Machine Learning (ML): a means of achieving Al
o Enabling machines to learn from data
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Prior vs. Posteriori Knowledge

o To solve a problem, we need an algorithm
o E.g., sorting
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Prior vs. Posteriori Knowledge
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o E.g., to tell if a post is toxic or not
o The correct answer varies in time and from site to site
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Prior vs. Posteriori Knowledge

o To solve a problem, we need an algorithm
o E.g., sorting
o A priori knowledge is enough
o For some problem, however, we do not have the a priori knowledge
o E.g., to tell if a post is toxic or not
o The correct answer varies in time and from site to site

o Machine learning algorithms use the a posteriori knowledge to solve
problems

o Takes examples as additional input to algorithm
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General ML Step 1: Data Preparation
o Pre-process data (e.g., integration, cleaning, etc.)
o Define vector features to have a dataset:
X = {(x® y) W, where x') ¢ RP and y) € RX,

o E.g., in toxic post detection:
o x) represents counts of different tokens
o y) €{0,1} indicates if the post x)) is toxic or not
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General ML Step 2: Model Development

~

X f(-sw) 7Y

@ Assume a model {f(-;w)}, that is a collection of candidate functions
f's
o Each f predicts label § given an input x
o f is assumed to be parametrized by w
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X f(-sw) 7Y
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General ML Step 2: Model Development

~

X f(-sw) 7Y

@ Assume a model {f(-;w)}, that is a collection of candidate functions
f's
o Each f predicts label § given an input x
o f is assumed to be parametrized by w
@ Define a cost function
C(w;X)
that measures “how good a particular f(-;w) can explain the training
data X" (posteriori knowledge)
@ Training: employ an algorithm that solves

w* = argmin C(w; X)
w

o Where “learning” happens
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General ML Step 3: Testing & Deployment

@ Testing: evaluate the performance of the learned f(-;w*) using
another, unseen test dataset X’
o Examples in X’ should have the same distribution with those in X
o A model minimizing C(w;X) does not necessarily give hight test
performance
@ If f(-;w*) has satisfactory test performance, deploy it to solve
real-world problem
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(3 What's Deep Learning?
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What is Deep Learning?

o ML where an f(-;w) has many (deep) layers

x_,fu)<.;w(1>) _,f<2)(.;w(2)) L ... f@)(,;wu)) -
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What is Deep Learning?

o ML where an f(-;w) has many (deep) layers

x_,fu)<.;w(1>) _,f<2)(.;w(2)) L ... f@)(,;wm) -

o Pros:

o Learns features from raw data automatically, called representation
learning
o Learns a complex function (e.g., visual objects to labels)
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What is Deep Learning?

o ML where an f(-;w) has many (deep) layers

x_,fu)<.;w(1>) _,f<2)(.;w(2)) L ... f@)(,;wu)) -

o Pros:
o Learns features from raw data automatically, called representation
learning
o Learns a complex function (e.g., visual objects to labels)
o Cons:
o Usually needs large data to train a model well
o High computation costs (at both training and test time); needs GPU
acceleration
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Representation Learning

Output
(object identity)

o Automatically learned features
also called embeddings

3rd hidden layer
(object parts)

o Helps understanding what's
learned

2nd hidden layer
(corners and
contours)

o Also enable new ways of using
deep models

1st hidden layer
(edges)

o To be discussed later

Visible layer
(input pixels)
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(@ What's Generative Al?
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Generative Al
o The goal

o To generate structural and novel output (such as images, text,
music, etc.) that cannot be deemed fake by humans
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Generative Models

The means

(]

©

Dataset: X = {(x(,y()}¥  where y() can be as complex as x(!/and
cannot be exhausted

©

Image generation models (e.g., diffusion models)

(]

Text/language generation models (e.g., GPTs)
Cross-modal generation models (e.g., GPT4 with vision)

©

J

Bard can explain why
large language models
might make mistakes
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Autoregressive Models for Text Generation

o Text can be considered as 1D time-series data

o Autoregressive model takes its previous output as current input
o Learns the conditional transition distributions of tokens
o Rather than the join distribution of all tokens

target word "is" “the" "problem”
output likelihood y] y2 }73
Wi
hidden state hl h,2 h3 —
th
input embedding xl xz x3
input word "What" "is" “the"
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Diffusion Models for Image Generation

Forward diffusion process (fixed)

Data Noise

q(xilxi1) = N(xe; V1 = Bxeo1, B1) = a(xurfxo) = Hq(XIIerl) (joint)

t=1

o Note a time-series data naturally; need other strategy to simplify
learning
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Diffusion Models for Image Generation

Forward diffusion process (fixed)

Data Noise

LLLLAL

q(xixim1) = N(xe; /1 — Bixe-1,81) =  q(xprlx0) = H(l (xtxt-1) (joint)

o Note a time-series data naturally; need other strategy to simplify
learning

o Forward diffusion is stepwise and deterministic (no learning)

o Model learns to de-noise at each step to generate images

o Input: noisy image x;, step ¢, and y (e.g., text prompt)
o Qutput: less noisy image x; 1
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Training Trick 1: Self-Supervised Pre-training

o Before training on X = {(x(), y()}N |

o Pre-train model on 4
X/ = {(x(lvl)’x(lvz))}?il' Where x(’vl)
and x(2) are parts of the same
structural data point
o Applicable to both text and images

o Why?
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Training Trick 1: Self-Supervised Pre-training

o Before training on X = {(x(), y()}N |

o Pre-train model on 4
X/ = {(x(l71)’x(172))}?i1' Where x(’vl)
and x(2) are parts of the same
structural data point
o Applicable to both text and images
o Why? M>> N

o GPT-4 is trained on 713 trillion
tokens (710 trillion words)

o LAION has 400 million 256X256
images

o Use “common sense” to learn y() of
limited numbers
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Byproduct: Semantic Embeddings

o After pre-training, embeddings of different data points have mutual
distances reflecting human understanding

o E.g., word2vec [3, 2]: “... the cat sat on..."
:,(Inpul layer /B Output layer
1
/
& CxV-dim ('Xl_'-dim

cBOw Skip Gram

o Powers modern search and recommendation systems
o Google Search, Instagram Feeds, Spotify playlists, etc.
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Training Trick 2: Large Models

-
[e ]

)

ms in Billion

Model Size (#Paral

=
>
IS
<)

iy
o
[
o

720

360

0
2017

NLP’s Moore’s Law: Every year model size increases by 10x

Google
Switch Transformer
1.6T ]

® /
OpenAi
GPT3
BH Microsoft 1708

NLP model size and computation are increasing exponentially

TNLG
® nviDIA 5.
Google OpenAI Google OpenAL Megatronl. M~
Transformer GPT  BERT GPT-2  "g3g"
0058 0118 0.34B ._..t6B"
2018 2019 2020 2021
Year

o Training costs [4]:

o 110M params: $2.5k—$50k
o 340M params: $10k-$200k
o 1.5B param: $80k-$1.6m
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Size Does Matter!

o Emerging abilities of Large Language Models (LLMs) [5]

[V [\~
o ot

=
o

GSMS8K Accuracy (%)
o

o

o A balance: 70B parameters + 1.4T training tokens [1]

Shan-Hung Wu (CS, NTHU)

(A) Math word
problems

Chain of
thought

No chain
of thought

102! 1022 1023 1024

Making Smarter Apps

10 NLU task average

(B) Instruction

70

60

50

40

30

following

Instruction
tuning

No
instruction
tuning

102! 1022 1023 1024
Model scale
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(8 Making Smart Apps
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Using Existing ML Models

o Today, we can easily integrate the power of ML models into our apps
to make impact
o Example: Flutter warpper of ML Kit from Google

o Designed to be run locally on mobile devices
o Supported image tasks:

o Barcode scanning, doc scanning, face detection, image labeling, object
detection, etc.

o Supported NLP tasks:

o Language identification, translation, entity (date/time/address/phone
number) extraction, smart reply, etc.
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https://pub.dev/packages/google_ml_kit

Integrating Advanced Generative Models

o Example: OpenAl's APIs
o Chat, image generation, embeddings, etc.
o Demo

o Install the “http" package
o Obtain your API key
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https://platform.openai.com/docs/introduction

Customizing Models (1/2)

o How to customize a model for your specific tasks?
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https://platform.openai.com/docs/guides/prompt-engineering/

Customizing Models (1/2)

o How to customize a model for your specific tasks?

o Fine-tuning model using your own data
o Not possible if weights are unavailable

o Write better prompts
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https://platform.openai.com/docs/guides/prompt-engineering/

Customizing Models (2/2)

o Enable Retrieval Augmented Generation (RAG) though Assistant
API

o Demo
o Does not modify model’s weights

Search and retrieval

¢

o Ask model to perform “actions” defined by you via Function Calling
API

o E.g., “Code Interpreter’ plugin of ChatGPT

Databases
Online

data sources

o
@8

T
User

Q
4

—0—

Lm

= @ M
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https://platform.openai.com/docs/assistants/overview
https://platform.openai.com/docs/assistants/overview
https://platform.openai.com/docs/guides/function-calling
https://platform.openai.com/docs/guides/function-calling
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